




















































































ST 02 Week 21

Linear Regression Part I

Notations

1 Total SS 19 55 49 ny

2 Regression SS EIβ IX x ̅ β EIXP nx ̅

3 Residual SS Yi Bo β
Facts

1 Total SS Regression SS Residual SS

27 If β 0 and assume Ei 10,02 then

a 9192,5 xñ

b ETβ Xi x ̅
22

Cl EF lyi Bo PIXIE XRz
22

Test Ho β 0 US Hi β to























































































I continued

We can then propose the test statistic F sit

under Ho F Flin z by

F Regression SS I BREEHi xT̅
Residual SS in 21 Easy p is epi To in 2

Reject Ho at significance level 2.100 if f Failin 2

Def Coefficient of determination

R Regression SS 0 I

Total SS

Better explanatory power R2 1

Confidence Interval of Ely

Recall our fitted model I Go fix
Now let's arbitrarily fix a know value of X Then
we are actually interested in 2 terms

1 Mix Ely Pot fix I recall we assume EIE 0

the mean response value in underlying truth

2 Y the realized value in one experiment























































































continued
To gain an interval estimator we further assume

E Nio 02 and denote 11 1 β β
Reusing the intermediate results last week we have

MHI N Mix of Hi xx

EI Xj x ̅

which after normalization would be

Mex MN

1
no

while in practice using É Yi Bo pixis in a

1 g
As a result the X 21 100 confidence interval forMixt

ii mar 1























































































Prediction Interval for y

Byproblem settings we know yMex v10 0,2
ᵗʰ

of Varly Varuna n of Hi x2

Xj x5̅
It can then be shown that

y MIX

I'm

ta

Then the 4 21 100 prediction interval for y is

in sina.a.fi
Multiple multi variate Linear Regression

Given i i d random sample lyi Xii Xia Xipl
collected from the model

Yi Pot β Xii βzxiz βpXip Ei

with E Ei 0 Var Eit 02 0 Cov Ei Ej o for it























































































continued
For any fixed point f Xii Xip we know

Elyi Pot βjXij and Varty it 02

and all Yi's uncorrelated

LSE can similarly be obtained by minizing

4 Yi β IβjXij 72

model fitting I Go ITβjXj

By denoting Total SS lyi 55
Regression SS 1 55
Residual SS É Cgi β É fix

we still have the decomposition

Total SS Regression SS Residual SS

Then unbiased estimator of 02 is

Residual SS
n p 1

Test Ho β βz βp 0

Hi Some β to at significance level a



























continued

Further assume Ei Nso 02 we design

F Regression SS P
Residual SS in p

To FP
n p 1

Reject Ho if f Fa p n pt


